Department of Energy
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Washington, DC 20585

February 25, 2004

|
OFFICE OF THE ADMI!\JISTHATOFI

The Honorable John Conway

Chairman

Defense Nuclear Facilities Safety Board
6235 Indiana Avenue N.W,, Suite 700
Washington, D.C. 20004

Dear Mr. Chairman:

As I'have told the Board, I became convinced after reading the report of the Gehman
Commission investigating the tragedy to the Space Shuttle Columbia that many of the
report’s insights were relevant to the operation of facilities within the National Nuclear
Security Administration. I, therefore, chartered a Task Force under the leadership of
Brigadier General Ron Haeckel, Principal Assistant Deputy Administrator for Defense
Programs, to review the Columbia Accident Investigation Board report and provide

recommendations. I promised you that I would make a copy of General Haeckel's report
available once it was completed. ‘

A copy of the report is enclosed. While I am still reviewing the specific
recommendations, I anticipate adopting many of them. When I have completed my
review, I will provide the Board with a summary of those I have adopted and my
rationale for not adopting any I chose to reject or modify.

I am proud of the work of the Task Force and appreciative of the time, energy, and
commitment they have devoted to producing this report. Ibelieve their efforts
demonstrate that, while there remains much work to do, there is strong support for an
improved safety culture within NNSA.

I hope you and the Board find the report useful.

Sincerely,

P

Linton F. Brooks
Adrmimstrator
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EXECUTIVE SUMMARY

By memorandum dated September 9, 2003, the National Nuclear Security Administration
(NNSA) Administrator assigned Brigadier General Haeckel to assemble a team to review
the Columbia Accident Investigation Board (CAIB) Report and identify lessons learned
from the National Aeronautic and Space Administration’s INASA) experience that might
be relevant to NNSA. Lessons learned are defined as, “A good work practice or
innovative approach that is captured and shared to promote repeat. application. A lesson
learned may also be an adverse work practice or experience that is captured and shared to
avoid recurrence.”

NNSA Site Offices and contractors are also conducting reviews of the CAIB Report for
lessons learned applicable to their operations, although some have not fully completed
their reviews. The team recommends that Site Offices and contractors submit to the
Administrator their Lessons Learned reports and establish an enterprise-wide team to
examine the collective findings, integrate the results, and develop addltlonal perspective
on complex-wide recommendations for action.

The primary focus of the team’s review was Defense Programs (NA-10) and the Office of
Nuclear Non-Proliferation (NA-20), their relationship with the Service Center, other
Headquarter offices, the eight Site Offices, and on how the conclusions of the CAIB
might provide insight to improve the management culture, organization, and technical
capability of the NNSA. All reference to the NNSA organization within this report
excludes Naval Reactors (NA-30) because of their already established and recognized
strong safety program.

The team divided into three sub-teams (Management and Safety Culture Improvement
(CI), Corporate Organization Improvement (OI) and Technical Capability (TC)) and
developed ten lessons learned themes, as follows:

Oversimplification of technical information could mislead decision-making.

Proving operations are safe instead of unsafe.

Management must guard against being conditioned by success.

Willingness to accept criticism and diversity of views is essential.

Effective centralized and de-centralized operations require an independent, robust

safety and technical requirements management capability.

e Assuring safety requires a careful balance of organizational efficiency,
redundancy and oversight.

¢ Effective communications along with clear roles and responsibilities are essential
to a successful organization.

e Workforce reductions, outsourcing, and loss of organizational prestige for safety

professionals can cause an erosion of technical capability.

' DOE-STD-7501-99



NNSA'’s CAIB Lessons Learned Report
February 19, 2004

e Technical capability to track known problems and manage them to resolution is
essential.

e Technical training program attributes must support potential high consequence
operations.

From the outset of the team’s review of the CAIB Report, the similarity of problems and
challenges for NNSA and NASA were evident. Both organizations have a proud
tradition of managing potential high consequence operations while achieving scientific
and technical excellence, both organizations were built on the Cold War nvalry with the
former Soviet Union, and both experienced similar uncertainties in their missions with
the collapse of the Soviet Union. The political underpinning of NASA’s Human Space
Flight Program (U.S.-Soviet space competition) was lost, with no equally strong political
objective to replace it. Similarly, NNSA’s core mission, nuclear weapons design and
production, experienced a comparable change in national priority. Both NASA and
NNSA have subsequently pursued similar paths, namely downsizing personnel,
consolidating operations, and relying more and more on contractors.

NNSA exhibits technical capability and organizational problems similar to those
identified by the NASA CAIB. Chief among them is the merging of authority of
Program Managers — who must be sensitive to costs and schedules - and “owners” of
technical requirements and waiver capabilities — who are more sensitive to safety and
technical rigor. When these authorities are merged, it creates a potential conflict of
interest. Creating an Office of Chief Engineer is recommended with sufficient authority
and responsibility to develop, maintain and oversee ES&H policies and standards, and to
monitor the health of NNSA’s technical staffing.

Also, NNSA should elevate the management and oversight of operational and
infrastructure issues within Defense Programs and provide adequate resources by creating
an organization that reports directly to the Deputy Administrator. This could be
accomplished in one of several ways; however, whatever method is chosen, the team
believes that Defense Programs needs additional resources to carry out its safety
responsibilities. Related to the needed additional resources for safety within
Headquarters, clear guidance must be provided to Site Office Managers with respect to
delegated safety authorities from Headquarters. :

The erosion of ES&H technical capability is another serious issue within NNSA. As the
organizational transition progresses (e.g., stand-up of Service Center in Albuquerque), it
is not clear whether or not the Site Offices have sufficient ES&H support. Effective
management of this transition is necessary to define near-term (1-2 years) expectations of
Service Center technical capabilities. Also, an integrated NNSA staffing study is
necessary to validate current staffing plans. These studies should drive adequate staffing
levels at Site Offices while also addressing Service Center staffing to meet peak demands
and specific technical assistance for both Headquarters and Site Offices.

The technical capability of key decision makers (e.g., Site Office Managers) involved in
potentially high-consequence operations is a crucial element of continued safe operations.

ii
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Rigorous technical training programs, succession planning.to allow for technical growth,
and/or technical education backgrounds are needed. Likewise, the provisions for
adequate resources and the establishment of priorities for encouraging and emphasizing
technical growth within ES&H staff, including career progression, are essential to the
development and maintenance of the technical capability necessary to establish a robust
safety culture. ' ‘

The team is concerned that the abrupt reductions in contractor oversight and
Headquarters review of Site Offices have left NNSA vulnerable to failure, especially
until Line Oversight/Contractor Assurance System (LO/CAS) processes have been
proven effective. Until the NNSA oversight model is defined and LO/CAS is fully
implemented, NNSA should reinstate on-site reviews of Site Office oversight systems.

The majority of the NNSA CAIB Lessons Learned Review Team believes NNSA has an
adequate concern for safety for potential high consequence programs (nuclear facility
operations and nuclear weapons design and production) including adequate systems to
ensure that operations are proven safe prior to initiation or deployment. However, the
team also concludes NNSA (excluding Naval Reactors) must do more than only exhibit
concern about safety. Rather, NNSA needs to aggressively encourage a diversity of
views, accept and act upon feedback, avoid oversimplification of technical information,
and establish free and open communication between all levels of the organization. A
formal minority opinion process must be in place and routinely used. Additionally,
NNSA management must be vigilant in guarding against the organization being
conditioned by past successes. As the CAIB Report states, “Organizations that deal with
high-risk operations must always have a healthy fear of failure — operations must be
proved safe, rather than the other way around.”

The CAIB Report states, “Leaders create culture. It is their responsibility to change it.”
The ability to judge the status or effectiveness of safety culture as an attitude within the
NNSA is critical towards charting improvement. To this end, the entire team
recommends that NNSA bring in outside expertise to provide an independent assessment
of NNSA'’s safety practices and culture, and then to assist NNSA in developing a safety
culture statement, steps, and metrics to bring about the necessary changes to improve
NNSA’s safety culture. Additionally, an NNSA Senior Safety Council is needed to better
guide NNSA and to provide long-term consistency and continuity of safety policies,
standards, and practices.

Recommendations from each sub-team’s review are summarized in Section 3.4. and
relevant details are in Appendix 2. Recommendations annotated in bold indicate those
the team recommends “must” be implemented by NNSA management or an alternative
approach must be found to address the underlying problem or lesson learned. Those that
are not bolded “should” be implemented as management considers appropriate. The team
advises that the NNSA Leadership Coalition and the Management Council carefully
consider all recommendations and communicate the cultural and organizational lessons
learned to all NNSA organizations.

iii
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1.0 INTRODUCTION

By memorandum dated September 9, 2003, the NNSA Administrator assigned Brigadier
General Haeckel to review the lessons learned from the space shuttle Columbia Accident
Review Board (CAIB). The CAIB identifies NASA’s history, culture, and organization
as key elements in the failure to identify and evaluate critical safety issues. The CAIB
Report discusses the attributes of an organization that could more safely and reliably
operate within the inherent risks of the space shuttle. Likewise, the NNSA CAIB
Lessons Learned Review Team has determined there are lessons that can be learned and
applied to NNSA (Appendix 2). Specifically, the team addressed the CAIB Report with
respect to the following questlons

1. Is NNSA'’s management and safety culture appropriate for an organization
*~managing high technology, high-risk activities?

2. Are there issues raised by the CAIB Report that should be considered as we
implement NNSA’s new organizational model?

3. Will the re-engineered NNSA provide for the necessary technical capability for
properly executing NNSA’s safety management and regulatory responsibilities?

4. What changes would you recommend that NNSA adopt in light of the lessons
learned by NASA?

This review takes advantage of the seven-month investigation performed by the CAIB
and enables NNSA to evaluate NASA’s lessons learned and to arrive at recommendations
that will improve the acceptance and management of risk by NNSA. The team did not
conduct a formal accident investigation nor did the team conduct a formal assessment of
NNSA management practices. Instead, the team compared the CAIB findings against the
organizational experiences of the team members in NNSA.

The NASA CAIB Report cited the Naval Reactors (NA-30) program as an example of a
program focused on safety. The primary focus of this NNSA review was Defense
Programs (NA-10) and the Office of Nuclear Non-Proliferation (NA-20) and their
relationship with the Service Center, other Headquarter offices and the eight Site Offices.
Operations related to NNSA’s relationship with the Department of Defense (DoD) as a
designer and supplier of weaponized nuclear explosives was not thoroughly examined. A
review of safety methods/culture in Naval Reactors (NA-30) and our relationship with
DoD may deserve follow-on action in order to improve the NNSA safety culture.

The team conducted its review in an open manner, allowing and, in some cases,
promoting outside participation. The team was encouraged to share concerns and views
openly and to voice minority opinions (Appendix 3).
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The initial team was assembled from technical resources within Headquarters and the
Service Center. By early October, the team also included representatives of Site Offices
that were performing similar reviews at their site and by the team’s decision to include
representation from Pantex, a national laboratory, and another production site. Several
other sites also contributed to this report through assignment of site staff to the team.
Overall, the team was selected from across the weapons complex for their diverse views

and technical backgrounds.

Three sub-teams were assigned with evaluating the areas of (1) management and safety
culture improvement, (2) corporate organization improvement, and (3) technical .
capability. Each group was to determine if and how the CAIB lessons learned applied to

NNSA, and propose recommendations.

2.1 VComposition of Team

The composition of the team is as
follows:

Team Chair

BGen. Ronald Haeckel, NA-10

Support Members
Ron Bentley, NA-13
Robin Phillips, SAIC

Sub-team 1

Ray Corey, NNSA Service Center
Carol Sohn, LSO

Kim Davis, DR-1

Terry Wallace, NSO

James Mangeno, NA-3.6

Maureen Hunemuller, NSO

Mark Baca, NNSA Service Center
Maria Rivera, NA-61

Larry Adcock, SSO

2.2 Conduct of Review

Sub-team 2

Robert DeGrasse, NA-60

Cdr. Bob Brese, NA-10

Ted Sherry, YSO

Tom Rotella, NA-41 :
Gerry Gears, NNSA Service Center
Jim Winter, NA-13

Tim McEvoy, NSO

Emil Morrow, NA-3.6

Mary Ann Fresco, NA-61

Sub-team 3

Xavier Ascanio, NA-124

Emil Morrow, NA-3.6

Cdr. Bob Brese, NA-10

Mike Thompson, NA-117

Jeff Kimball, NNSA Service Center
Steve Lawrence, NSO

The first meeting was held September 17, 2003, to establish who, what, when, and how to
manage the review. The team developed a review methodology and “roadmap” for
proceeding at subsequent meetings. Sub-team leaders met among themselves and with
their sub-team members preparing presentations and elements of the report for the Team
Chair. Over the course of October, November, and December, the team met seven times.
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During those meetings, sub-teams conducted formal presentations to the whole team for
the purpose of sharing ideas and gaining further insight. The team’s initial impressions
were presented to Ambassador Brooks in October and preliminary conclusions were -
shared with the Leadership Coalition in early December. A draft report was then made
available to the Leadership Coalition and Management Council for their review

January 22-27, culminating in a Leadership Coalition meeting. A NNSA Safety Summit
was held February 4, and lessons learned and recommendations from this report were
presented.

The following sections are the evaluations and conclusions of the review.

3.0 SUB-TEAM EVALUATIONS

3.1 Management and Safety Culture Improvement (CI)

In answer to the question, “Is NNSA’s management and safety culture appropriate for an
organization managing high technology, high-risk activities?”” The NNSA CAIB Lessons
Learned Team reviewed the NASA CAIB Report and extracted 28 major attributes or
safety themes. Of these 28 attributes, 14 were related to safety and management culture.
These 14 attributes (plus two additional that were added later) were rolled up into four
major themes:

1. Oversimplification of technical information could mislead decision-making.
2. Proving operations are safe instead of unsafe.

3. Management must guard against being conditioned by success.

4. Willingness to accept criticism and diversity of views is essential.

The CAIB Report focused on NASA’s potential high-consequence activities related to
human space exploration. The NNSA CAIB Lessons Learned Team also focused its
efforts on potential high consequence activities internal of NNSA, namely the operation
of nuclear facilities at NNSA sites and the nuclear weapons production program. We did
not examine our relationship with the DoD where the NNSA functions as a partner in
designing and supplying weaponized nuclear explosives to the U.S. military.

There are striking similarities between NASA and NNSA. Both organizations were built
on the Cold War rivalry with the former Soviet Union and both experienced similar
uncertainties in their missions with the collapse of the Soviet Union. The CAIB Report
states,” “The end of the Cold War in the late 1980s meant that the most important
political underpinning of NASA’s Human Space Flight Program — U.S.-Soviet space
competition — was lost, with no equally strong political objective to replace it.” NNSA’s
core mission, nuclear weapons design and production, experienced a similar loss of
national priority and both organizations have pursued similar paths in dealing with this
loss, namely downsizing personnel, consolidating operations, and relying more and more
on contractors. Both organizations have a proud tradition of scientific and technical

2 CAIB Report, page 99
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excellence. This led NASA to view itself as a “perfect plac‘:e.”3 This in turn led to NASA
managers “[losing] their ability to accept criticism, leading them to reject the
recommendations of many boards and blue-ribbon panels.”* A parallel to NASA’s
“perfect place” culture within NNSA would be the nuclear weapons design laboratories,
commonly referred to as the Nation’s “crown jewels.” Also, like NASA, DOE has been
criticized for years by Congress, GAO, the IG and others (e.g., the June 1999 report by
the Special Investigative Panel of the President’s Foreign Intelligence Advisory Board,
the March 1999 report by the Commission on Maintaining United States Nuclear
Weapons Expertise, and the March 1997 “120 Day Study” by the Institute for Defense
Analysis) for its reluctance to adopt change recommended by outside organizations. In
fact, it was this very criticism, in part, that led Congress to create NNSA as a semi-
autonomous agency within DOE.

The majority of the NNSA CAIB Lessons Learned Review Team believes NNSA has an
adequate concern for safety (see Appendix 3 for Minority Opinion) for potential high
consequence programs (nuclear facility operations and nuclear weapons design and
production) including adequate systems to ensure that operations are proven safe prior to
initiation or deployment. The team concludes that NNSA (excluding Naval Reactors)
must do more than only care about safety. Safety must be one of the organization’s core
values. NNSA needs to actively encourage a diversity of views, accept outside criticism,
and avoid oversimplification of technical information. Additionally, NNSA management
must take steps to ensure that the organization does not fall into the trap of being
conditioned by past successes. As the CAIB Report states, “Organizations that deal with
high-risk operations must always have a healthy fear of failure - operations must be
proved safe, rather than the other way around.””

DOE and NNSA have invested many resources in Integrated Safety Management (ISM).
The team believes that ISM could serve as a model of a system that has demonstrated its
value and that has survived multiple changes of leadership in DOE and NNSA. It is our
belief that robust implementation of ISM could lead NNSA and its contractors to a
stronger safety culture. ISM is a key enabler of safe operations through the use of
effective work planning, hazards identification, the development and implementation of
work controls, performance of work within those controls, and feedback for
improvement. However, without robust and active support by NNSA senior
management, ISM will not lead to an enduring NNSA safety culture, nor is ISM
specifically designed to improve an organization’s safety culture.

The team examined other organizations’ efforts to build a robust safety culture. These
included DuPont, the Forum for Nuclear Cooperation in Asia, DOE’s INEEL site, and the
book Developing an Effective Safety Culture: A Leadership Approach by James
Roughton and James Mecurio. Any final NNSA safety culture policy statement must be
agreed upon by all the major NNSA organizational elements through the NNSA
Leadership Coalition. This could include insights from Naval Reactors. A culture

* CAIB Report, page 102
¢ Ibid.
° CAIB Report, page 190.
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change cannot take place without the buy-in and active leadership of top management.
This review team concurs with the statement in the CAIB Report, “Leaders create
culture. It is their responsibility to change it.”® NNSA senior managers must develop,
own, and establish clear expectations for safety being an organizational value that is part
of mission accomplishment. An attitude or value is intangible. However, an intangible
attitude or value should lead to tangible manifestations that can act as indicators of that
value.” It is important to be able to judge the status or effectiveness of safety culture as
an attitude within the NNSA. To this end, the team recommends that NNSA consider
bringing in outside expertise to give the NNSA Administrator an independent assessment
of NNSA’s safety practices and culture, and then to assist NNSA in developing a safety
culture statement with steps to implement it, and metrics to bring about the necessary
changes to improve NNSA’s safety culture. The team proposes the following attributes
as a first cut at establishing an NNSA safety culture statement and identifying indicators
by which to gauge success.

Visible corporate commitment to safety.

Individual commitment to safety.

Concern for your co-worker’s safety.

Visible accountability (rewards and punishments).
Rigorous self-assessments and outside views/evaluations.
Track performance using metrics and indicators by top NNSA management,
including a robust lessons learned process.

Adopt the attitude that good safety is good business.
Develop a baseline of NNSA’s safety performance.

A stated safety value such as “no one gets hurt on the job.”
Trust, openness, and valuing diversity of opinions.
Support open communication.

Worker Involvement.

Competent Staff.

Healthy tension is good.

3.2 Corporate Organization Improvement (OI)

In answer to the question, “Are there issues raised by the CAIB Report that should be
considered as we implement NNSA's new organizational model?” the team identified
three major organizational lessons learned.

1. Effective centralized and de-centralized operations require an independent, robust
safety and technical requirements management capability.

2. Assuring safety requires a careful balance of organizational efficiency,
redundancy and oversight.

3. Effective communications along with clear roles and responsibilities are essential
to a successful organization

¢ CAIB Report, Section 8.6, pg. 203
7 IAEA, Safety Series, “Safety Culture,” 1991
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Unlike NASA, many of the NNSA’s technical requiremenfs are grounded in laws and
regulations. However, like NASA, the NNSA does not have a central organizational
authority responsible for protecting the fundamental technical requirements for our site
operations that have evolved as a result of over 50 years of research and experience. As
the NNSA strives for greater operational and fiscal efficiency, those fundamental
requirements and specifications that have protected the complex and the public for many
years may be threatened by the lack of an organizational structure designed to protect
them.

The CAIB concluded that the loss of a truly independent, robust capability to protect the
systera’s fundamental requirements and specifications inevitably compromised those
requirements and, therefore, increased risk. In particular, the CAIB found that the
organization responsible for program accomplishment decided on its own how much
safety and engineering oversight was needed. The CAIB concluded that the separation of
authority of program managers — who, by nature, must be sensitive to costs and schedules
—and “owners” of technical requirements and waiver capabilities — who, by nature, are
more sensitive to safety and technical rigor — are crucial. Within the NNSA, safety is the
responsibility of line management, not an independent safety organization. These
responsibilities are detailed in various letters of delegation and the NNSA Safety
Management Functions, Responsibilities and Authorities Manual (FRAM),

October 15, 2003.

The ability to operate in a centralized manner or a de-centralized manner, as appropriate,
is the hallmark of a high-reliability organization. However, the CAIB Report concluded
that complex organizational structures such as NASA that mix centralized and
de-centralized functions or split functions into centralized and de-centralized pieces can
hinder effective operations and result in severe consequences.

The team reached two key conclusions (and related recommendations) related to these
elements of the CAIB Report:

First, while NNSA should retain its management philosophy of holding line managers
accountable for safety, the team felt strongly that a central technical authority responsible
to the NNSA Administrator is needed to assure the technical adequacy of ES&H
standards and to enforce those standards, when necessary, across the entire nuclear
weapons complex. NNSA has optimized its organization for de-centralized decision-
making on risk acceptance but the team identified various concerns with respect to
oversight of this de-centralized decision-making process. Specifically: NNSA’s technical
requirements management process is fragmented between individual sites and
Headquarters. Headquarters is not currently providing sufficient guidance to de-
centralized decision-making authorities, in part because the implementation of Line
Oversight/Contractor Assurance System and the review and approval of Site Office
FRAMS are not complete. Additionally, NNSA’s new oversight model relies on rigorous
self-assessments by Site Offices that have not yet been fully demonstrated.
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NNSA should establish the position of Chief Engineer in lieu of an ES&H Advisor. The
Chief Engineer would be responsible for developing, maintaining and overseeing
corporate technical environment, safety and health (ES&H) policies and standards,
including reviewing and approving any waivers to those policies or standards. The Chief
Engineer would also be empowered to veto or shut down any operation deemed unsafe,
until resolved to the Chief Engineer's or NNSA Administrator's satisfaction. While the
Chief Engineer would be outside the formal chain of line responsibility, this official
would provide advice to line officers regarding the impact of major programmatic and
budget decisions on operational safety. The Chief Engineer would also be responsible for
monitoring the health of NNSA’s ES&H technical staffing. Additionally, restructuring
the role of NNSA’s ES&H Advisor would provide technical staffs a place in
Headquarters to communicate minority opinions that have been overlooked or rejected in
other parts of the organization. The Chief Engineer should only have a small staff with
unfettered access to all NNSA sites and facilities to permit additional independent
identification of safety issues that need to be resolved.

Second, Defense Programs is not currently organized or staffed to effectively carry out
the safety responsibilities allocated to it in the NNSA FRAM. As the Lead Program
Secretarial Officer for ES&H for most operations, the Deputy Administrator for Defense
Programs must integrate program and operational issues. As currently organized, this
integration regularly occurs at least one level below the Deputy Administrator, reducing
the level of management attention those operations and infrastructure issues should
receive. Headquarters program managers also wear two hats-- program development and
operational oversight-- potentially creating conflicts of interest. Without appropriate
checks and balances, the team is concerned that the conflict of roles increases the natural
tendency to favor program objectives over operational (safety and security) and
infrastructure issues.

To provide the appropriate checks and balances, NNSA should elevate the management
and oversight of operational and infrastructure issues within Defense Programs. This can
be accomplished in at least one of two ways. One involves creating an organization that
reports directly to the Deputy Administrator for Defense Programs and has an equal voice
to the program organizations on operational and infrastructure issues. This new
organization would be responsible for managing funding required for these purposes, and
developing appropriate business systems necessary to regularly review the operational
safety status of the Site Offices. Another would be to create a staff organization reporting
to the Deputy Administrator that would review program office decisions regarding safety
and infrastructure funding and regularly review the operational safety status of Site
Offices. In either case, the team believes that Defense Programs needs additional
resources and safety needs to be elevated in the organization to carry out its safety
responsibilities.

The CAIB concluded that NASA’s organizational structure changes designed to improve
efficiency undermined the redundancy essential to successfully operating a high-risk
enterprise. NASA'’s contractual arrangements, organizational structure and downsizing
undermined the adequacy of federal oversight of the contractor and resulted in the
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transfer of too much authority for safety to the contractor. The team concluded that, for
NNSA, redundancy and the level of oversight should be proportional to the potential
consequences (i.e., higher consequence = more redundancy). No hazardous facility or
operation that presents a potential high consequence to the public and/or co-located
workers should be without redundancy in oversight processes. However, the team
concluded that NNSA has not yet implemented an oversight model with the appropriate
level of redundancy in its oversight processes, nor has it established sufficient “push-
back” mechanisms to assure safe operation of potential high consequence operations.

The team is concerned that the abrupt reductions in NNSA oversight of the contractor and
Headquarters review of Site Offices have left NNSA vulnerable to failure, especially
until LO/CAS processes have been proven effective. X

NNSA contractors conduct numerous potentially high-consequence operations across its
complex that should involve Federal staff oversight. Quality control and Federally
imposed safety hold points are used to check contractor progress and status of safety
systems and processes in the NNSA. Our existing requirements typically include safety
hold points to ensure hazards have been properly analyzed, controls established, and
implemented. The lifting of some of these Federal controls, if not carefully evaluated,
may, in essence, transfer too much safety authority to the contractor. The team believes it
is critical that NNSA management allow enough time to objectively measure how well
oversight programs are being implemented and stabilize the oversight model itself.
During early stages of implementation, increased Federal oversight might well be
necessary to ensure that the right programs are in place and being implemented.

The team recommends that NNSA should institute interim line management oversight
practices to address self-assessment and external review of all federal and M&O
contractor operations until LO/CAS is fully implemented.

Finally, the CAIB concluded that NASA’s complex and often hierarchal organizational
structure diffused and confused responsibility, essentially leaving no one person
accountable. Coupled with NASA’s culture that lent greater technical credence to
communications originated from higher in the organization, the organizational structure
often stifled or blocked communications.

The team concluded that NNSA Senior Management must provide clear guidance on Site
Office FRAMSs, including the expectation that each site will have sufficient operational
details to adequately describe the key ES&H approval and oversight implementing
processes and procedures being relied upon to ensure safe operations. Headquarters must
establish a process to assure that the Site Offices are functioning as described in the
FRAM. Finally, the new NNSA organizational structure and individual managed staffing
plans must be reevaluated to ensure sufficient technical and administrative resources are
available for the FRAM framework to succeed. '

Clear guidance should be provided by organizations delegating safety responsibilities.
This is particularly true for Headquarters and the safety management responsibilities
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delegated to Site Office Managers in the NNSA FRAM. Similarly, NNSA should review
management decision processes and, where necessary, document and/or improve such
processes. :

3.3 Technical Capability (TC)

In answer to the question, “Will the re-engineered NNSA provide for the necessary
technical capability for properly executing NNSA’s safety management and regulatory
responsibilities? ” the team identified three lessons learned.

1. Workforce reductions, outsourcing, and loss of organizational prestlge for safety
professionals can cause an erosion of technical capability. "

2. Technical capability to track khown problems and manage them to resolution is
essential.

3. Technical training program attributes must support potentlal hlgh consequence

* operations.

The CAIB concluded that NASA (1) became dependent on contractors for technical
support, (2) contract monitoring requirements increased, and (3) as engineers were placed
in management roles, their positions were subsequently staffed by less experienced
engineers. Years of workforce reductions and outsourcing culled NASA’s layers of
experience and hands-on systems knowledge that once provided a capacity for safety
oversight. Safety and Mission Assurance personnel were eliminated, careers in safety
lost organization prestige, and the respective program manager decided how much safety
and engineering oversight was needed.

Similarly, the erosion of ES&H technical capability may be a serious issue within NNSA.
As the organizational transition progresses (e.g., stand up of Service Center in
Albuquerque), it is not clear whether or not the Site Offices have sufficient ES&H
support. Consolidation of personnel into the Service Center has already resulted in a
large loss of ES&H nuclear safety expertise. Over 50% of nuclear safety experts within
the ES&H department have taken other positions or declined the directed re-assignment.
It is not clear whether the Site Offices have sufficient ES&H staff, and the planned
ES&H staffing of the Service Center has not been defined during the downsizing
transition. A working meeting between the Service Center and their customers (Site
Offices and HQ) is needed to map out near-term (1-2 years) expectations of Service
Center technical capabilities. Also, an integrated NNSA staffing study (similar in nature
and level of detail to those prepared in 1995 and 1998) is needed to validate the current
staffing plans. In determining these resource requirements, training and career
development for technical personnel must be a key component.

Second, NASA has a number of systems for reporting and capturing information with
potential safety significance. However, information captured in those systems was not
consistently analyzed, tracked, trended, or acted upon to resolve underlying causes. For
NASA, this was a root cause in both the Challenger and Columbia accidents. NNSA
(like NASA) has access to a wide variety of information management systems, including
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access to local issue tracking and management systems of the contractor. Other examples
include:

NNSA Lessons Learned System

ORPS (Occurrence Reporting and Processing System)

SIMS (Safety Issues Management System) for DNFSB related commitments
CATS (Corrective Action Tracking System) for OA findings/corrective actions
SFI (Significant Finding Investigations) for weapon related issues

GIDEP (Government-Industry Data Exchange Program)

CAIRS (Computer Accident/Incident Reporting System)

NNSA, like NASA, needs to capture, analyze and share safety information, but has '
limited capability to do so in some areas. NNSA must consider establishing an
analysis/trending function for complex-wide issues at either HQ or the Service Center to
be periodically reviewed by NNSA sénior leadership.

Finally, NASA did not have a recurring training program, was not aggressive in training,
and did not institutionalize lessons learned into training. Similar to NASA, NNSA
requires a cadre of technically trained people to properly perform its mission. This
includes key senior management positions (e.g., Site Office Managers) whose
responsibilities include safety of nuclear and other hazardous facilities and operations.
Formal qualification and experience requirements, training, and/or compensatory
measures must be identified for those individuals within NNSA. The Technical
Qualification Program (TQP) is an important and available tool within DOE that has not
been particularly well utilized or managed within NNSA. The NNSA TQP must be re-
baselined and revitalized for technical st